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ABSTRACT: Many experiments have shown that nickel with
monodentate phosphine ligands favors the C(aryl)−O
activation over the C(acyl)−O activation for aryl esters.
However, Itami and co-workers recently discovered that nickel
with bidentate phosphine ligands can selectively activate the
C(acyl)−O bond of aryl esters of aromatic carboxylic acids.
The chemoselectivity with bidentate phosphine ligands can be
switched back to C(aryl)−O activation when aryl pivalates are employed. To understand the mechanisms and origins of this
switchable chemoselectivity, density functional theory (DFT) calculations have been conducted. For aryl esters, nickel with
bidentate phosphine ligands cleaves C(acyl)−O and C(aryl)−O bonds via three-centered transition states. The C(acyl)−O
activation is more favorable due to the lower bond dissociation energy (BDE) of C(acyl)−O bond, which translates into a lower
transition-state distortion energy. However, when monodentate phosphine ligands are used, a vacant coordination site on nickel
creates an extra Ni−O bond in the five-centered C(aryl)−O cleavage transition state. The additional interaction energy between
the catalyst and substrate makes C(aryl)−O activation favorable. In the case of aryl pivalates, nickel with bidentate phosphine
ligands still favors the C(acyl)−O activation over the C(aryl)−O activation at the cleavage step. However, the subsequent
decarbonylation generates a very unstable tBu-Ni(II) intermediate, and this unfavorable step greatly increases the overall barrier
for generating the C(acyl)−O activation products. Instead, the subsequent C−H activation of azoles and C−C coupling in the
C(aryl)−O activation pathway are much easier, leading to the observed C(aryl)−O activation products.

■ INTRODUCTION
Transition-metal-catalyzed cross-coupling reactions have be-
come important tools for laboratorial and industrial carbon−
carbon and carbon−heteroatom bond formations because of
the efficiency and broad applicability of such reactions.1 Despite
the great success of cross-couplings using aryl halides and
palladium catalysts,2 extensive efforts toward environmentally
friendly electrophiles and low-cost catalysts have led to the
discovery of nickel-catalyzed C(aryl)−O activation.3 In 2008,
Garg and Shi independently reported the first nickel-catalyzed
C(aryl)−O activation using aryl esters,4 and other carbon
electrophiles, such as carbamates,5 sulfamates,6 phosphates,7

and even phenolates,8 have seen increased use over the past few
years. In addition, the design of nucleophiles for the C(aryl)−
Ni intermediate has enabled not only C−C, but also C−N and
C−H bond formations (Scheme 1).5g,6c,7b,9

Among the developed methodologies of Ni-catalyzed C−O
activation of aryl esters using monodentate phosphine ligands,
only the cleavage of C(aryl)−O bond occurs (Scheme
2a).5f,9a,10 In addition, Itami and co-workers reported that
nickel with a bidentate phosphine ligand, 1,2-bis-
(dicyclohexylphosphino)ethane (dcype), can also favor the
C(aryl)−O activation of aryl pivalates (Scheme 2b).11

However, they later discovered that the same catalyst can
achieve an unexpected C(acyl)-O activation and decarbon-
ylation when aryl esters of aromatic carboxylic acids are

employed (Scheme 2c).12 On the basis of this strategy, a wide
variety of heteroaromatic esters were smoothly coupled with
azoles to generate bis(heteroaryl) scaffolds in a straightforward
fashion.13

There are two possible catalytic cycles for the Ni/dcype
catalyzed C−O activation of aryl esters (Scheme 3). For the
pivalic ester, the C(aryl)−O activation occurs to give
intermediate A. Subsequent azole C−H activation generates
intermediate B, which undergoes the Csp2−Csp2 reductive
elimination to produce the observed cross-coupling product.
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Scheme 1. Representative Reactions Involving Ni-Catalyzed
C(aryl)−O Activation
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Alternatively, aromatic ester undergoes the C(acyl)−O
activation to give intermediate C. Subsequent decarbonylation
generates the aryl-nickel intermediate D. After the azole C−H
activation, intermediate E undergoes reductive elimination to
produce the cross-coupling product. Although the proposed
mechanisms are plausible, the resting states, rate-determining
steps, and especially the origins of chemoselectivity are not

known. Therefore, we have used density functional theory
(DFT) calculations to explore the mechanisms and origins of
switchable chemoselectivity of Ni-catalyzed C(aryl)−O and
C(acyl)−O activation of aryl esters with phosphine ligands.

■ COMPUTATIONAL METHODS
All density functional theory (DFT) calculations were performed with
Gaussian 09.14 Geometry optimization of all the minima and transition
states involved was carried out at the B3LYP level of theory15 with the
SDD basis set16 for nickel and the 6-31G(d) basis set17 for the other
atoms (keyword 5D was used in the calculations). The vibrational
frequencies were computed at the same level to check whether each
optimized structure is an energy minimum or a transition state and to
evaluate its zero-point vibrational energy (ZPVE) and thermal
corrections at 298 K. The single-point energies and solvent effects
in 1,4-dioxane were computed at the M06 level of theory18 with the
SDD basis set for nickel and the 6-311+G(d,p) basis set for the other
atoms, based on the gas-phase optimized structures. Solvation energies
were evaluated by a self-consistent reaction field (SCRF) using the
SMD model.19 Fragment distortion and interaction energies and bond
dissociation energies were computed at the M06/6-311+G(d,p)-SDD
level using the B3LYP/6-31G(d)-SDD geometries in the gas phase.
The initial geometry of PCy3 was taken from the crystal structure of
Ni(PCy3)(C2H4)2,

20 and the initial geometry of dcype was taken from
the crystal structure of Ni(dcype)(CO)2.

12 Several rotamers of the
ligands in the nickel complexes were tested as the initial geometry in
the optimizations, and extensive conformational searches for the
benzoate and pivalate coordinated complexes have been conducted.
The lowest energy conformers and isomers are shown in this work.

■ RESULTS AND DISCUSSION
Aryl Esters of Aromatic Carboxylic Acids: Origins of

Ligand-Controlled Chemoselectivity of C−O Activation.
Using phenyl benzoate and benzoxazole as model reactants, we
first explored the mechanism of Ni/dcype catalyzed C−O
activation of aromatic esters and subsequent C−C couplings
with azoles. The free energy profile is shown in Figure 1, and
optimized structures of selected intermediates and transition
states are shown in Figure 2. From the substrate coordinated
complex 1, the C(acyl)−O activation via TS2 requires an
activation free energy of 19.1 kcal/mol to generate the
C(acyl)−Ni intermediate 3. For the C−O activation, three

Scheme 2. Chemoselectivity of Ni-Catalyzed C−O
Activation of Aryl Esters with Phosphine Ligands

Scheme 3. Proposed Mechanisms for Ni-Catalyzed C−O
Activation of Aryl Esters and Subsequent C−C Coupling
with Azoles

Figure 1. DFT-computed Gibbs free energies for the Ni/dcype-catalyzed decarbonylative C−C coupling of benzoxazole and phenyl benzoate.
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possible pathways were explored, and the origins of preferences
are discussed in detail later. After the C(acyl)−O activation, a
change from κ2 to κ1 coordination of the dcype ligand is
necessary to provide a coordination site for the carbonyl
migration through transition state TS5. The dissociation of one
of the diphosphine arms is endergonic by 20.7 kcal/mol, and
this contributes to the high overall barrier (28.8 kcal/mol) for
carbonyl migration. After carbonyl migration, a barrierless
decarbonylation occurs to produce the tetra-coordinated nickel
complex 7. From 7, the substitution of phenoxide by
benzoxazole gives the N-coordinated nickel intermediate 8.
This step is endergonic by 13.9 kcal/mol. The following
deprotonation of benzoxazole using phenoxide as base via TS9
is facile, requiring an activation free energy of only 4.7 kcal/
mol. Besides TS9, two additional transition states of four-
centered σ-bond metathesis, TS13 and TS14, are also located
(Figure 2). Comparing TS13 with TS14, TS13 is significantly
more stable because it maintains the bidentate coordination of
the dcype ligand. However, the σ-bond metathesis pathway via
TS13 is disfavored by 11.7 kcal/mol in terms of free energy
than the stepwise deprotonation pathway via TS9 (40.2 versus
28.5 kcal/mol). The similar preference was also reported in
previous studies of Pd-catalyzed C−H activation of oxazoles
and thiazoles.21 After the C−H activation, intermediate 10
undergoes a Csp2−Csp2 reductive elimination to give the
product coordinated complex 12. Subsequent product ex-
trusion from 12 to regenerate substrate coordinated complex 1
is endergonic by 2.7 kcal/mol, suggesting that 12 is the resting
state of the catalytic cycle. Therefore, the overall barrier for this

reaction is 31.2 kcal/mol, which is close to the value expected
under the experimental conditions (150 °C and 24 h in 1,4-
dioxane).12

Besides the C(acyl)−O activation of aryl esters of aromatic
carboxylic acids, the competing C(aryl)−O activation was also
explored. The free energy profile is shown in Figure 3. There
are two possible C(aryl)−O activation pathways with dcype

Figure 2. DFT-optimized structures of selected intermediates and transition states for the Ni/dcype-catalyzed decarbonylative C−C coupling of
benzoxazole and phenyl benzoate.

Figure 3. DFT-computed Gibbs free energies for the Ni/dcype-
catalyzed C(acyl)−O and C(aryl)−O activation pathways of phenyl
benzoate.
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acting as either a mono- or bidentate ligand. When dcype acts
as a bidentate ligand, nickel migrates to the oxygenated phenyl
group in 15 in order to undergo the C(aryl)−O bond cleavage
via TS19. The migration is endergonic by 6.3 kcal/mol, and the
C(aryl)−O bond cleavage requires an activation free energy of
25.4 kcal/mol, resulting in an overall barrier of 31.7 kcal/mol.
The generated phenylnickel(II) benzoate 18 is 13.3 kcal/mol
more stable than the Ni−substrate complex 1. If dcype acts as a
monodentate ligand, then the coordination of acyl oxygen leads
to the five-centered transition state TS17. Although the barrier
for the cleavage step from intermediate 16 is only 11.5 kcal/
mol, the formation of 16 is very endergonic, making the overall
barrier as high as 38.8 kcal/mol. Therefore, compared with the
C(aryl)−O activation via TS17 or TS19, the Ni/dcype catalyst
significantly favors the C(acyl)−O activation via the three-
centered transition state TS2 (19.1 kcal/mol, Figure 3).
To gain insights into the origins of chemoselectivity of Ni/

dcype-catalyzed C−O activation of aryl esters, we analyzed the
C(acyl)−O and C(aryl)−O activation transition states using
the distortion/interaction model,22−24 as shown in Figure 4.

Each transition structure was separated into two fragments (the
distorted catalyst and substrate), followed by single point
energy calculations on each distorted fragment. The energy
differences between the distorted structures and optimized
ground-state structures are the distortion energy of Ni(dcype)
catalyst (ΔEdist‑cat) and aryl ester substrate (ΔEdist‑sub),
respectively. The interaction energy (ΔEint) is the difference
between the activation energy (ΔEact) and the total distortion
energy (ΔEdist‑cat + ΔEdist‑sub).
For the C(aryl)−O activation transition states, TS17 and

TS19, the distortion energy of the Ni(dcype) catalyst, ΔEdist‑cat,
causes TS19 to be lower in energy. Although the interaction
energy, ΔEint, is larger in TS17 because of the extra Ni−
O(acyl) bond, dissociating one of the diphosphine arms from
nickel results in a very high distortion energy of catalyst (30.5
kcal/mol, Figure 4), making the five-centered transition state
TS17 unfavorable for the C(aryl)−O activation. Comparing the
three-centered C(acyl)−O and C(aryl)−O activation transition
states, TS2 and TS19, they have similar ΔEdist‑cat and ΔEint, but
very different distortion energy of substrate, ΔEdist‑sub. The

Figure 4. The distortion/interaction analysis of the C(aryl)−O and C(acyl)−O activation transition states involving the Ni/dcype catalyst (only the
α-carbon of cyclohexyl group is shown for simplicity; energies are in kcal/mol).

Figure 5. DFT-computed Gibbs free energies for the Ni/PCy3-catalyzed C(acyl)−O and C(aryl)−O activation pathways of phenyl benzoate.
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lower ΔEdist‑sub of TS2 (35.4 versus 51.3 kcal/mol, Figure 4)
leads to the preference for the C(acyl)−O activation. The
computed homolytic dissociation energy of C(aryl)−O bond of
phenyl benzoate is 101.3 kcal/mol, and the value of the
C(acyl)−O bond is 78.2 kcal/mol. This indicates that the
C(acyl)−O bond is much weaker than the C(aryl)−O bond.
The weaker C(acyl)−O bond requires less distortion of the
substrate in the three-centered C−O cleavage transition state.
Therefore, the C(acyl)−O activation is favorable using nickel
catalysts with bidentate phosphine ligands.
We also investigated the possible C−O activation pathways

with the Ni/PCy3 catalyst. As shown in Figure 5, the formation
of active Ni(PCy3)−substrate complex 20 from Ni(PCy3)2 is
endergonic by 4.2 kcal/mol.25 The C(acyl)−O cleavage from
20 via TS22 requires an activation free energy of 19.3 kcal/mol.
The subsequent decarbonylation gives a relatively unstable
intermediate 26 for transmetalation. For the C(aryl)−O
activation from 20 to intermediate 29, the three-centered
transition state TS30 is much less stable than the five-centered
transition state TS28. The barrier for the C(aryl)−O activation
pathway via TS28 is 18.2 kcal/mol, which is 1.1 kcal/mol lower
than that of the C(acyl)−O activation with the monodentate
PCy3 ligand (TS22: 19.3 kcal/mol, Figure 5).26 In addition to

the preference for the C(aryl)−O activation transition state, the
different stabilities of the generated intermediates, 26 (16.1
kcal/mol) and 29 (−17.0 kcal/mol), could lead to even larger
preference for the C(aryl)−O activation pathway when the
subsequent transformations are not facile. A previous computa-
tional study by Liu and co-workers showed that the
transmetalation of boron reagents could have an barrier of
over 30 kcal/mol.10 In this case, the preference to the C(aryl)−
O activation mainly arises from the much better stability of
intermediate 29.
The distortion/interaction analysis revealed the origins of the

reversed chemoselectivity with the monodentate phosphine
ligand (Figure 6). Comparing the three-centered transition
states TS30 and TS22, the weaker C(acyl)−O bond leads to
the lower ΔEdist‑sub in TS22 (13.5 versus 23.6 kcal/mol, Figure
6) and a 9.2 kcal/mol preference to break this bond. However,
in the case of five-centered C(aryl)−O cleavage transition state
TS28, the Ni(PCy3) catalyst does not require as much
distortion energy as the Ni(dcype) catalyst in TS17 (30.5
kcal/mol, Figure 4), and thus the larger ΔEint from the
additional Ni−O bond (−87.0 kcal/mol, Figure 6) overrides
the distortion penalty and leads to the overall preference to the
C(aryl)−O bond activation with the Ni/PCy3 catalyst.

Figure 6. The distortion/interaction analysis of the C(aryl)−O and C(acyl)−O activation transition states involving the Ni/PCy3 catalyst (only the
α-carbon of cyclohexyl group is shown for simplicity; energies are in kcal/mol).

Figure 7. DFT-computed Gibbs free energies for the Ni/dcype-catalyzed C−C coupling between benzoxazole and phenyl pivalate.
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Aryl Pivalates: Origins of Substrate-Dependent Che-
moselectivity of C−O Activation. Unlike the Ni/dcype
catalyzed C(acyl)−O activation of aryl esters of aromatic
carboxylic acids, the C(aryl)−O activation of aryl pivalates was
observed with the same catalyst (Scheme 2c). Using phenyl
pivalate and benzoxazole as the model reactants, we studied the
mechanism and origins of chemoselectivity of the Ni/dcype-
catalyzed C−C couplings between azoles and aryl pivalates.
The free energy profile is shown in Figure 7, and optimized
structures of selected intermediates and transition states are
shown in Figure 8. From the substrate coordinated complex 31,
the C(aryl)−O activation via TS32 requires an activation free
energy of 25.5 kcal/mol. This step is exergonic by 21.3 kcal/
mol, suggesting that the resulting intermediate 33 is very stable.
Then intermediate 33 undergoes a six-centered concerted
metalation-deprotonation (CMD) pathway through transition
state TS34 to realize the benzoxazole C−H activation.27 The
subsequent Csp2−Csp2 reductive elimination is facile with a
barrier of 10.6 kcal/mol, giving the product coordinated
complex 12. The product extrusion from 12 is endergonic by
9.9 kcal/mol. For the whole catalytic cycle, both the C(aryl)−O
activation and the benzoxazole C−H activation have high
barriers, and the overall free energy span is 35.5 kcal/mol.
Very recently, Itami and co-workers reported an exper-

imental mechanistic study of the same reaction.28 They found
that the stoichiometric reaction of naphthalen-2-yl pivalate with
Ni(cod)2/dcype gives an arylnickel(II) pivalate complex 33-n
(Scheme 4), which is proved an isolatable intermediate in the

catalytic cycle. This is in good agreement with our computa-
tional results (Figure 7). Furthermore, kinetic studies reveal
that the C−H activation of benzoxazole is the rate-determining
step in the reaction using naphthalen-2-yl pivalate.28 For a
direct comparison, we also studied the C(aryl)−O activation
pathway of naphthalen-2-yl pivalate (Scheme 4). It was found
that naphthalen-2-yl pivalate is more reactive toward oxidative
addition. The C(aryl)−O activation barrier is now 22.7 kcal/
mol, which is 2.8 kcal/mol lower than the corresponding value
for phenyl pivalate (25.5 kcal/mol, Figure 7). However, the C−
H activation barrier is not affected by switching the phenyl

Figure 8. DFT-optimized structures of selected intermediates and transition states for the C(acyl)−O and C(aryl)−O activation pathways of the Ni/
dcype-catalyzed C−C coupling between benzoxazole and phenyl pivalate.

Scheme 4. DFT-Computed Gibbs Free Energies for Reaction
Using Naphthalen-2-yl Pivalate
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group (35.5 kcal/mol, Figure 7) to the naphthalen-2-yl group
(35.4 kcal/mol, Scheme 4). Therefore, the rate-determining
step of the reaction using naphthalen-2-yl pivalate is the C−H
activation of benzoxazole.
The possible C(acyl)−O activation and subsequent decar-

bonylative C−C coupling were also studied. The free energy
profile is shown in Figure 9, and optimized structures of
selected intermediates and transition states are shown in Figure
8. From the substrate coordinated complex 31, the C(acyl)−O
activation via TS35 is very facile, requiring an activation free
energy of 13.7 kcal/mol. The generated intermediate 36 is
exergonic by only 6.8 kcal/mol, suggesting that the C(acyl)−O
activation step is reversible. The change from κ2 to κ1

coordination of the dcype ligand to nickel provides an open
site for carbonyl migration via TS38. Subsequent decarbon-
ylation generates an unstable intermediate 40. From 40, the
further transformation with benzoxazole would lead to a very
high-energy transition state TS42 (38.7 kcal/mol, Figure 9).
Comparing the two C−O activation transition states of phenyl
pivalate, TS32 (25.5 kcal/mol, Figure 7) and TS35 (13.7 kcal/
mol, Figure 9), the preference for the C(acyl)−O activation
with bidentate phosphine ligands (Figure 4) still exists.
However, the following C−H activation process requires an
overall activation free energy of 45.5 kcal/mol (from 36 to
TS42, Figure 9), which is 10.0 kcal/mol higher than that of the
C−H activation after the C(aryl)−O bond cleavage shown in

Figure 7. Therefore, when aryl pivalates are employed, the
decarbonylative C−C coupling products are not observed.11

We further studied the origins of different barriers for the C−
H activation processes after the C(acyl)−O bond cleavage of
aromatic and pivalic esters. In the case of phenyl benzoate, the
overall barrier is 30.0 kcal/mol and includes two parts shown in
Scheme 5a: the reaction free energy of decarbonylation from
intermediate 3 to 7 (11.4 kcal/mol)29 and the barrier for the
deprotonation of benzoxazole from intermediate 7 to transition
state TS9 (18.6 kcal/mol). Similarly, the 45.5 kcal/mol barrier
in the case of phenyl pivalate also includes these two parts
(Scheme 5b), and the major difference comes from the reaction
free energy of decarbonylation. For phenyl pivalate, this step is
endergonic by 23.2 kcal/mol, significantly higher than that for
phenyl benzoate (11.4 kcal/mol, Scheme 5a). When using a
less steric demanding ligand, 1,2-bis(dimethylphosphino)-
ethane (dmpe), the decarbonylation is still endergonic by
11.4 kcal/mol for phenyl benzoate (Scheme 5c), while the
reaction free energy for phenyl pivalate is 19.5 kcal/mol
(Scheme 5d), 3.7 kcal/mol lower as compared to using the
dcype ligand. This suggests that the steric repulsion between
the bulky phosphine ligand and the tBu group in intermediate
40 contributes to part of the difference between benzoate and
pivalate. The electronic effect is the major reason for the
extremely unfavorable decarbonylation in the case of pivalic
esters. For both benzoate and pivalate, there are strong dNi-
π*acyl interactions

30 in the C(acyl)−O activation products 3, 36,

Figure 9. DFT-computed Gibbs free energies for the Ni/dcype-catalyzed decarbonylative C−C coupling of benzoxazole and phenyl pivalate.

Scheme 5. Comparisons of Reaction Free Energies of Decarbonylation Involving Benzoate and Pivalate
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44, and 46. After the decarbonylation, the phenyl group in
intermediates 7 and 45 is a weak π acceptor, and the dNi-π*
interaction decreases, making this step endergonic by 11.4 kcal/
mol (Scheme 5a,c). However, the tBu group in intermediates
40 and 47 are unlikely to accept the d electrons from nickel,
and the lack of the d-π* interaction leads to much more
endergonic decarbonylations (Scheme 5b,d).

■ CONCLUSIONS
Mechanisms and origins of the switchable chemoselectivity of
the Ni-catalyzed C(acyl)−O and C(aryl)−O activation of aryl
esters with phosphine ligands are revealed through DFT
calculations. For aryl esters of aromatic carboxylic acids, the
nickel with the bidentate dcype ligand cleaves the C−O bonds
via three-centered transition states. The lower BDE of the
C(acyl)−O bond leads to the lower distortion energy in the
cleavage transition state, making the C(acyl)−O activation
more favorable. After the facile C(acyl)−O activation, the
endergonic dissociation of one of the diphosphine arms from
nickel provides a coordination site for decarbonylation.
Subsequently, the deprotonation of azoles by aryloxide realizes
the C−H activation process. The following Csp2−Csp2 reductive
elimination generates the cross-coupling product. When the
monodentate PCy3 ligand is used with aryl esters, a vacant
coordination site on nickel creates an extra Ni−O bond in the
five-centered C(aryl)−O cleavage transition state. This addi-
tional interaction energy overrides the distortion penalty and
makes the C(aryl)−O activation preferred.
For aryl pivalates, the nickel with bidentate phosphine ligand

still favors the C(acyl)−O cleavage. However, the subsequent
decarbonylation generates a highly unstable tBu-Ni(II)
intermediate due to the lack of d-π* interaction between
nickel and the tBu group as well as the steric repulsion between
the bulky phosphine ligand and the tBu group. This very
unfavorable step significantly increases the overall barrier for
generating the C(acyl)−O activation products. Instead, the C−
H activation of azoles and C−C coupling after the C(aryl)−O
activation are much easier, leading to the observed C(aryl)−O
activation products.
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